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(a) The imaged back-lit film. (b) The inverted negative. (c) The photometrically corrected im-

age (variance map).

(d) The estimated surface orientations

(distortion map).

Figure 1: A scan of the negative shown in Fig. 2: An example photographic recording of a tombstone.

Abstract

We have developed a system that can acquire and restore not only a
distorted single-page document, but also more complicated multi-
layer film negatives. In this work, we demonstrate a new image-
based document acquisition system, based on single-scatter diffuse
transmission, that captures the intrinsic intensity information and
shape distortion of documents. Using a simple to build and cost-
effective camera and LCD system, the data is acquired to allow
for automatic photometric and geometric correction of most docu-
ments. We show the results of our system with single sheet non-
planar documents. Furthermore, to show the robustness of this sys-
tem, we demonstrate the restoration on safety acetate film negatives
over 70 years old that have been damaged due to shrinkage and
other forms of deterioration.

Keywords: diffuse transmission, rear-illumination document
scanning, document restoration, shape acquisition, transparency,
acetate negative

1 Introduction

Much of the current research in the area of document imaging has
focused in document acquisition and restoration and, in particular,
digitizing bound books or manuscript pages. Other documents,
such as heavily damaged single-page documents or deteriorated
photographic negatives, have typically been overlooked. While

these types of documents are only a subset of all documents, many
of the items in these collections contain subjects of extreme his-
torical significance. Therefore, digitally preserving and restoring
these deteriorating documents is an urgent challenge that requires
an easily-accessible solution.

For instance, photographic negatives, taken from 1925 to as late
as 1955, are suffering devastating forms of deterioration [Horvath
1987]. These three decades encompass vast and diverse collections
of safety negatives. Safety negatives were developed to move away
from the ammability of cellulose nitrate, which was used in still
photography until the early 1920s. The safety film that emerged
was varied in its composition but largely based on cellulose diac-
etate. This new material lessened the risk of fire damage, but was
not an ideal film base because of its tendency to absorb moisture
causing dimensional deformations. In fact, it has been discovered
that the chemical decomposition of this acetate, or base, layer, even
under proper conservation, causes profound distortion in the film
content as shown in Fig. 2(a) 2(b). When imaged, the effects of
these distortions are obvious (see Fig. 1(a)).

The chemical deterioration of the acetate can only be slowed, not
stopped [Horvath 1987]. However, the only currently accepted so-
lution to restoring these negative is destructive physical separation
of the layers [Chicago Albumen Works 2008]. The size and im-
portance of the affected photographic collections cannot be over-
stated, with many individual collections containing over 100,000
negatives. The reality of budgeting, space constraints, and person-
nel limitations has led to a situation where damage is continuing
and placed many important items at risk of complete loss. This has
created an urgent need for a technique that can capture the informa-
tion in each of the negatives of a large collection before the damage
causes a complete and irretrievable loss of information.

Acquisition and restoration of general document types has been
given focus by many groups who have made a great deal of progress
in creating fast and accurate digitization systems. Currently,
restoration of standard documents typically consists of correcting
geometric and photometric distortions. Some works have focused
mainly on geometric correction of distorted documents [Zhang
et al. 2007] [Brown and Seales 2004]. Other projects have fo-



(a) Base layer (b) Emulsion layer

Figure 2: A deteriorated safety acetate film negative.

cused more on photometric correction of documents [Landon et al.
2007] [Sun et al. 2005]. While others have relied on assumed doc-
ument shapes to provide photometric and geometric corrections for
objects such as bound books [Cao et al. 2003] and folded docu-
ments [Brown and Tsoi 2006]. Research has also been performed
to scan documents that are not typically visible with normal imag-
ing devices [Seales and Lin 2004].

In addition, a significant contribution of work has focused on
the restoration of deteriorated photographs. Digital Inpaint-
ing [Bertalmio et al. 2000] provides an efficient procedure for
restoring areas of loss in digital images. Inpainting has been im-
proved in many ways since [Bertalmio et al. 2003] [Criminisi et al.
2004] [Roth and Black 2005], however, these procedures assume
total loss of data in areas requiring restoration. The topic of dam-
aged photograph restoration has been addressed specifically with
image and signal processing. Content-based representation was
used to assist in automatic and semi-automatic restorations [Ardiz-
zone et al. 2006]. Reflective light imaging has also been used to
detect blotches that have not fully destroyed the underlying con-
tent [Bruni et al. 2007]. Once detected, the content is extracted
from the blotches to remove the deterioration. In a slightly differ-
ent direction, a technique was developed to remove reflections from
within the photographic content itself [Szeliski et al. 2000]. For an
overview of of photograph restoration techniques, the reader may
refer to [Stanco et al. 2003]. However, these methods generally fo-
cus on a scanned image of a photograph and usually only handle
standard photographic prints. One project that does work directly
with glass plate negatives [Stanco et al. 2004] uses rigid transfor-
mations to assemble broken photographs.

While these works have provided a great deal of progress toward
acquiring many types of documents, they do not provide a way
to capture documents with transparent properties. There has been
work to acquire shape and optical properties of general transparent
objects. One technique makes assumptions about the object shape
to reconstruct the surface [Ben-Ezra and Nayar 2003]. In contrast, a
new method using scatter tracing [Morris and Kutulakos 2007] ac-
quires the outermost surface of complex transparent objects using
assumptions about the object composition. For some applications,
recording only the light transport of a scene is required. Specif-
ically, environment matting [Zongker et al. 1999] [Chuang et al.
2000] uses a novel method for capturing the light transport through
a scene.

In this work, we present a system that can acquire and restore
not only a distorted single-page document, but also complicated
multi-layer film negatives. This new image-based document acqui-
sition system segments the content of the document from the sur-
face shape to capture the intrinsic intensity information and shape
distortion as independent variables in the observed intensity. This
is done by assembling a cost-effective scanning system composed
of a LCD as an active light-table, digital video camera, and a laptop
computer. The presented method takes advantage of single-scatter

diffusion to approximate shape and intensity information of a doc-
ument which allows for automatic photometric and geometric cor-
rection of most documents.

This technique will be demonstrated with an acquisition method on
two different document types. First, we show the results of our sys-
tem with single-layer non-planar documents such as a single sheet
of plain paper with text on one or both sides. Next, we show an
application of this scanner that provides the first known attempt at
providing a solution for digital restoration of deteriorated photo-
graphic negatives. The multiple layers of these films are continu-
ally separating which causes distortions both photometrically and
geometrically when they are imaged. The system described here
provides a virtual restoration without any physical manipulation of
the negatives.

2 Image-Based Document Scanner

The basis of this work takes advantage of the isotropic transmis-
sivity of most document substrates. Presented in this section is a
method to isolate the intrinsic opacity and surface orientation from
each observed pixel in the imaging device. By decoupling the sur-
face shape from the document content, direct methods are available
to restore distortions caused by imaging damaged documents.

The design of this scanner relies on the premise that all necessary
information in a document can be obtained with rear-illumination.
While there are some documents where this assumption fails, such
as totally opaque materials, the vast majority of documents have
some form of transmission.

2.1 Document Transmissivity

Figure 3: Diffuse single-scatter transmission of a back-lit light
source.

In the case of modern paper, chemical processes are used to render
wood pulp to the necessary composition with the correct balance of
rigidity and transmissivity delivering a highly isotropic scattering of
transmitted light. Paper can be accurately modeled as a diffuse re-
flector [Horn 1970] and consequently a diffuse transmitter of light.
With a similar result, photographic negatives contain an emulsion
layer composed of densely packed silver halide crystals that create
diffuse transmission.

For a single-layer document, the diffuse transmission of light
can be approximated as a single-scatter diffusion. This single-
scattering can be approximated for diffuse transmission [Chan-
drasekhar 1960] as:

I = I0e
−τ
µ +

1

4π
ω0I0

µ0

µ + µ0

„

e
−τ1

µ − e
−τ1
µ0

«

(1)



where µ0 is the cosine of the angle between the incident light and
surface normal, µ is the cosine of the angle between the outgoing
light and surface normal, ω0 is the phase function, I0 is the incom-
ing intensity, and τ1 is the material thickness.

The single-scatter transmission has been well studied in the area
of computer graphics. Chandrasekhar’s work has been used to
create an efficient rendering system for thin semi-transparent ob-
jects [Frisvad et al. 2005]. Moreover, the area of plant/leaf render-
ing has been thoroughly studied [Wang et al. 2006] [Govaerts et al.
1996] [Ganapol et al. 1998] with respect to single-scatter transmis-
sion.

Fig. 3 shows a particular case where a light source is being trans-
lated approximately parallel to semi-planar object. For a single-
pixel observation, as the light translates, the intensity follows a
cosine-like response. Where the incident light, l0, is approximately
parallel to the surface normal, n, the cosine of this angle can be
calculated as µ0 = l0 · −n. Furthermore, in the case of diffuse
transmission, an assumption can be made that the greatest transmit-
ted intensity will occur when l0 ≃ n. Therefore, for the purpose
of this work, we will assume to be working in the case when µ0 is
approximately 1.

For diffuse materials, especially paper, it is safe to model the mate-
rial as a translucent material with a highly diffuse transmission of
light. Therefore, the phase function, can be modeled with isotropic
scattering, thus ω0 becomes a constant 1. The direct transmis-
sion can be safely ignored for highly diffuse materials, so single-
scattering becomes the only factor in light transmission through the
material. Considering these assumptions, Eq. 1, can be approxi-
mated as:
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1

4π
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1

µ + 1

„

e
−τ1

µ − e
−τ1

«

(2)

where µ is the only varying quantity across the surface while τ1 and
I0 stay constant.

However, for documents that are mostly specular transmissive, sur-
face normal no longer plays a large role in the intensity of trans-
mitted light. Therefore, the following scanning process only works
well for documents that exhibit diffuse transmission.

For photographic negatives, the two most important components to
be considered are the emulsion layer and base layer. The emulsion
layer contains the photographic content of the film, while the base
layer provides support and rigidity to the film. Therefore, the base
layer itself contains no relevant information but only provides the
physical stability necessary to keep the emulsion intact.

Figure 4: The transmission of light through a deteriorated photo-
graphic negative.

For this work, we found that it is safe to ignore the reflective and
refractive properties of the acetate layer and to only focus on direct,

or specular, transmission as shown in Fig. 4.

2.2 The Scanning Process

To obtain the transmissive properties of a document, a two-pass
scanning process is performed. Using a LCD as an orthographic
projector, time-evolving Gaussian stripe is displayed as the back-
projected calibration pattern. We display two stripes, a vertical
Gaussian stripe given by

G(u; ut, σu) = de
−(u−ut)2

2σ2
u (3)

and a horizontal Gaussian stripe given by

G(v; vt, σv) = de
−(v−vt)2

2σ2
v (4)

where u and v are display coordinates, ut and vt are the current
positions of the stripe, σu and σv are the Gaussian variance, and d
represents the maximum intensity value available in the display.

The initial pass is captured with only the LCD in the scene and
is only performed once if the relative poses remain static between
the display and camera. This acquires the base calibration for each
camera pixel giving the 2D Gaussian parameters σx, σy, x0, and y0

in camera coordinates. By capturing this initial pass, the scanning
process is held in a completely image-based domain without the
need for metric calibration. Consequently, there is no calculated
correlation between the displayed Gaussian parameters and their
imaged equivalents.

Figure 5: The scanner

The next pass of the stripes are captured with the document in the
scene as shown in Fig. 5. The observed Gaussian intensity values
for each camera pixel give x′

0, y′

0, σ′

x, σ′

y as the estimates for the
optically distorted Gaussian parameters.

For each pixel, we normalize the intensity values using the max-
imum observed intensity, Imax and I ′

max, as the Gaussian stripe
sweeps across the display. This scale factor, α = 1

Imax
and

α′ = 1
I′

max
, is then saved as the visible intensity for that pixel.

Then a non-linear fit is performed on the normalized intensity val-
ues to estimate the Gaussian parameters.

This gives us two 2D Gaussian functions for each pixel.

G(x, y : x0, y0, σx, σy) = e
(x−x0)2+(y−y0)2

(σx+σy)2 (5)



G(x, y : x
′

0, y
′

0, σ
′

x, σ
′

y) = e

(x−x′

0)2+(y−y′

0)2

(σ′
x+σ′

y)2 (6)

The difference between the Gaussian parameters in Eq. 5 and Eq. 6
gives an estimation of the optical changes due to the object in the
scene which is discussed in Sec. 2.4 and 2.5.

2.3 High-Dynamic Range Imaging

Figure 6: Shows the time-evolving intensity profile of 5 exposures
for a single pixel using normal 8-bit images.

Quantization of intensity values during the imaging process greatly
reduces the dynamic range in an image. This is shown in the longer
exposures in Fig. 6. Consequently, this also reduces the accuracy
of fitting intensity profiles to a Gaussian curve.

To compensate for this loss of data, High-Dynamic Range Imaging
(HDRI) techniques have been developed [Debevec and Malik 1997]
that use multiple images of the same scene under varying exposure
rates. Then the response function for a scene is directly calculated
using representative pixels under varying exposures. Once the re-
sponse function is computed, the set of images can be combined
into a floating point radiance map representative of the true radi-
ance in the scene.

In this work, the developments in HDRI are extended to enhance
the accuracy of the transmissive light acquisition. Instead of assum-
ing one radiance value per pixel, radiance values are calculated for
each position of the Gaussian stripe imaged by the pixel. Starting
with the imaging of the same stripe with varying exposure rates, a
pixel-wise radiance function can be estimated as shown in Fig. 7(a).
The intensities of the pixel vary between the 8-bit intensity range of
0-255 as the Gaussian stripe moves across the imaged sensor area.
This over-constrains the linear least squares estimation of the re-
sponse function:

O =
X
X

x=1

E
X

e=1

`

w
`

I(x,e)

´ `

g
`

I(x,e)

´

− lnEx − ln∆te

´´2

+λ

Zmax−1
X

z=Zmin+1

`

w (z) g
′′ (z)

´2
(7)

The weighting function (w(z)) was originally described as a simple
hat function, however, in this work the compressed Gaussian peaks
will play no role in the response curve computation. Therefore, the
following weight function w is used:

w (z) =

(

z + 1 if z <= Zmax−1
2

Zmax − z + 1 if z > Zmax

2

(8)

The response function is estimated by choosing a single represen-
tative pixel that demonstrates a large dynamic range in the scene.
Then the image response curve is defined by Eq. 9.

g(I(x,e)) = ln Ex + ln ∆te (9)

Fig. 7(b) shows a representative HDR Gaussian profile for a single
pixel.

(a) The estimated response curve for

the pixel in Fig. 6.

(b) The resultant Gaussian

profile in radiance values.

Figure 7: The intermediate steps in calculating High Dynamic
Range Imaging (HDRI).

2.4 Acquiring Document Content

The diffuse reflectance property of the ink is estimated in the sys-
tem by change in Gaussian amplitude. Therefore, for single-layer
documents the content can be approximated as Imax

I′

max
. However, for

documents with more than one layer, attenuation may also include
other factors that decrease transmission such as the channels in the
photonegatives.

For these documents, the variance change (∆σ) of the observed
Gaussian stripes for each pixel, defined as the Eq. 10, provides a
heavier weight on the content of the emulsion layer. When the vari-
ance is combined from each pixel into the entire image, the vari-
ance map is obtained by:

∆σ = MAX
““

σx − σ
′

x

”

, γ
“

σy − σ
′

y

””

(10)

This work accommodates the non-square aspect ratio display de-
vices by calculating difference in Dots-Per-Inch (DPI) for the x and
y directions. This allows scaling of one axis by γ to remove distor-
tions due to aspect ratio and physical screen dimensions.

When σ′ is much smaller than σ, it suggests that there is a much
higher opacity in the content since the Gaussian width is reduced
by the decreased transmission of light. Consequently when σ′ ≃
σ, transmission is high which typically suggests that their is little
content in the related pixel.

The variance map is converted using the following equation:

I(u, v) =
`

V(u,v) + t
´

s (11)

where t is an intensity translation and s is a scale factor. The values
for s and t are determined empirically.



2.5 Distortion Shape Estimation

The diffuse transmission of light can be used to directly estimate
the surface orientation for each pixel observation on the document
surface. Moreover, for non-planar documents relative variations in
surface orientation provide a direct method to estimate local surface
shape variations.

Figure 8: Diffuse Transmission of a back-lit light source

The change between the base position of the Gaussian stripe and
the modified position provides a basic light-transport model for one
or more layered documents. As the time-evolving Gaussian stripe
moves across the display device, the observed transmitted intensi-
ties will also vary depending on the single-scatter diffusion given in
Eq. 1. The shift of the Gaussian peak, given by ∆X0 and defined by
Eq. 12, gives a pixel-wise estimate for the change in light transmis-
sion through the document medium that may be used to estimate
the surface orientation at the outermost layer of a document.

∆X0 =

q

(x2
0 − x

′2
0 ) + γ(y2

0 − y
′2
0 (12)

This estimation for each pixel is combined across the entire image
to obtain a distortion map D (u, v).

When there is only one diffusely transmitting medium between the
light source and the sensor, a direct estimation of the surface ori-
entation for each pixel is possible. These pixel-wise orientations,
given by (∆x0, ∆y0), are used to estimate the orientation of the
surface for x and y directions.

Θx = arcsine

„

∆x0

dx

«

, Θy = arcsine

„

∆y0

dy

«

(13)

However, Eq. 13 have the unknown quantities dx and dy since the
surface depth remains unknown as shown in Fig. 8. Therefore, for
estimation purposes the mean values of both (∆x0 and ∆y0) are
used for dx and dy , so Eq. 13 becomes:

Θx ≃ arcsine

 

∆x0
`

∆x0

´

!

, Θy ≃ arcsine

 

∆y0
`

∆y0

´

!

(14)

It should be noted that the sign of these normal angles may be glob-
ally ambiguous. Similar to the bas-relief ambiguity in shape-from-
shading [Belhumeur et al. 1999], the surface function may be the
inverted version of the correct surface.

2.5.1 Surface Reconstruction

The surface gradient is defined as ∂z
∂x

≃ Θx√
Θ2

x+Θ2
y+1

in x and

∂z
∂y

≃
Θy√

Θ2
y+Θ2

y+1
in y. With known surface gradients, an in-

tegrable surface reconstruction can be calculated using a direct
method [Frankot and Chellappa 1988].

2.5.2 Perspective Projection Correction

A global error is introduced into the normal map due to the prospec-
tive projection of the imaging system. As the distance from the
camera’s optical center increases, the angle of incidence on the sur-
face also increases. This creates a systematic shift across the normal
map that increases toward the edges of the image.

To compensate for this error, it is possible to work in the frequency
domain where the error occurs. Since the error presents itself as
very low-frequency noise, a Gaussian bandpass frequency filter is
applied to the Fourier transform of surface gradient components in
both the X(u, v) and Y (u, v) directions. The bandpass filter [Gon-
zalez and Woods 2001] uses two Gaussian distributions Gi, the
starting frequency, and Go, the closing frequency. Then the filters
are combined to create a single bandpass filter H = Gi − Go.

Once the filter is generated, the surface gradients may be filtered us-
ing X ′(u, v) = X(u, v)H(u, v) and Y ′(u, v) = Y (u, v)H(u, v).
These processed values are then reduced of the error induced by
perspective imaging. Therefore, the surface estimation more ac-
curately portrays the actual document shape configuration. Fig. 9
shows the resultant surface as the low-frequency band-pass is de-
creased.

Figure 9: Estimated surface shape with decreasing low-frequency
band-pass.

3 Experimental Results

To test the assumptions made in the previous section, a scanning
system was built. The device consists of two pieces of hardware.
A 1.6GHz Pentium M laptop with a 15” 1024x768 LCD was used
to run the scanning software and display the light patterns. Also
driven by the laptop was a 640x480 8-bit greyscale firewire cam-
era. By keeping minimal hardware requirements, we hope to make
the scanner available to the largest amount of users possible. The
scan itself consists of displaying 650 vertical stripes and 400 ver-
tical stripes for both the base and scanning steps. For each stripe
position, 7 images are acquired with decreasing exposure speeds
which requires 7350 images for each scan. The initial scans took
roughly 0.5 second per image capture, so the entire scan took ap-
proximately 1 hour. Also, performing the non-linear Gaussian esti-
mation for each pixel required 30 minutes.

To demonstrate the broad application of this scanner, we will show
results of acquisition and restoration of both single and multiple-
layer documents. For single-layer documents, pages with single-
sided and duplex-sided text are scanned. Then to show the ef-
fectiveness of multi-layer document scanning, deteriorated pho-
tographic negatives are digitized and restored with the presented
method.

3.1 Single-layer documents

The first result, Fig. 10, is a single-layer document with single-
sided text. The front-illuminated image of the document is shown in



(a) The original image of a crumpled

telephone book snippet.

(b) The distortion map.

(c) The variance map. (d) Reconstructed 3D surface.

(e) A closeup of the original snippet. (f) The geometrically and photomet-

rically corrected snippet.

Figure 10: An example phone directory with folds and wrinkles.

Fig. 10(a). Notice the deep folds that cause not only geometric dis-
tortion but also photometric distortion due to the non-uniform light-
ing. Once the surface is reconstructed, Fig. 10(b), and the intrinsic
content obtained, Fig. 10(d), the completely restored document can
be estimated. Using a physical simulation of a mass/spring sys-
tem [Brown and Seales 2004], we simulate flattening the document
back to its original planar form where Fig. 10(f) shows the final
correction. The intrinsic content is calculated directly by the atten-
uation of the document substrate. Therefore, the composition of the
document substrate does play a role in the restored image as can be
seen by the speckled appearance of the paper.

3.1.1 One-Pass Duplex-Sided Scanning

The next result of the transmissive document scanner is one-
pass duplex-sided scanning. Single-paged documents with content

printed on both sides can often be difficult to scan. Typical show-
through effects are shown in Figure 11(b). Most methods for scan-
ning these documents focus on improving the accuracy for scanning
a single side of the substrate. These techniques treat the intensity
variations as artifacts that require removal in the final image. How-
ever, instead of treating show-through content as noise, the result
presented here relies on the overall transmissivity of a document.
As a result, the opacity of each layer can be segmented into a re-
stored image of each side. Using the variance map, ∆σ, for the doc-
ument, the observed intensities may be subtracted from the variance
map to remove content introduced from the front side of the page.
The remaining content is from the rear-facing side of the document.

(a) Original image of the front illu-

minated document.

(b) A ground-truth photograph of

the reverse side. Notice the show-

through effects from the opposite

side.

(c) The overall document attenua-

tion.

(d) Differentiated content from a

scan of the opposite side of the doc-

ument.

Figure 11: The process of extracting the reverse side content from
a duplex-sided one-pass document scan.

Here we show how a book page with text printed on both sides can
be efficiently scanned with a single-pass. By comparing the ob-
served reflective image, Fig. 11(a), with the document attenuation,
the reverse-side content, Fig. 11(c) is directly extracted as shown in
Fig. 11(d). To compare the accuracy of this technique, a ground-
truth image of the reverse side, Fig. 11(b), can be compared to the
estimated result, Fig. 11(d).

3.2 Multi-layer documents

As discussed in the introduction, cellulose diacetate negative film
collections make up a large number of archival photographs taken
from 1925 to 1955. The deteriorations from acetate shrinkage cause
both photometric and geometric distortions. The photometric dis-
tortions occur when there is a separation between the base and
emulsion layers of the document. The intrinsic intensities of the
document can be directly estimated by ∆σ.

The first result of restoring a photographic negative is performed
on a recording of a monument. Fig. 1(a) shows how the separa-
tion between the layers creates channeling with non-uniform trans-



mission of light when the negatives is imaged in the normal pro-
cess. The photometrically corrected negative is shown in Fig. 1(c).
The surface orientations are shown in Fig. 1(d). As can be seen
by these images, the acquisition process effectively decouples the
photographic content from the shape information while excluding
attenuation effects caused by the layer separations.

(a) The original deteri-

orated film negative.

(b) The variance. (c) The distortion map.

Figure 12: An architectural photographic record from Lexington,
Kentucky USA.

The next example is an architectural recording of a home. Fig. 12(a)
shows the positive image of the photograph with obvious distortions
in photometry and geometry. The photometrically corrected version
of the negative is shown in Fig. 12(b) and the surface orientations
are shown in Fig. 12(c).

(a) Original negative image. (b) Original positive image.

(c) The distortion map. (d) The variance map.

(e) Estimated surface for Fig. 13 (f) The negative with both pho-

tometric and geometric error cor-

rected.

Figure 13: Another architectural photographic record from Lex-
ington, Kentucky USA.

The third example shows another architectural recording. Again,
this negative suffers from the same severe deterioration that is com-

mon in acetate film. Fig. 13(a) shows the negative acquired with
a standard scanning process. The shape information is shown in
Fig. 13(c) and the content is shown in Fig. 13(d). Fig. 13(e) shows

(a) A close-up

of the negative in

Fig. 12(a)

(b) The corrected

result.

(c) A close-up

of the negative

in Fig. 13(d)

(d) The flat-

tened result.

Figure 14: The geometric correction of negative from Figure 13.

the estimated surface. This geometry is then used for virtual flat-
tening to correct dimensional warping with the result shown in
Fig. 13(f).

Fig. 14(a) shows a closeup of a warped area of the negative from
Fig. 12. In Fig. 14(a), a crack in the emulsion layer is marked
in solid white. This area contains some information loss where
the material has chipped away, but much of the content remains.
It can be seen through the geometric flattening process shown in
Fig. 14(b) that both sides of the crack are brought back together
during restoration. Also, a close-up of Fig. 13 shows the resultant
geometrically flattened negative in Fig. 14(d) with a side-by-side
comparison on the unflattened photo (Fig. 14(c)).

4 Future Work

This work will be extended by developing a comprehensive ground-
truth analysis suite to provide a metric for the overall restoration
accuracy of the system. Also, future work will use more complex
display patterns to greatly decrease the acquisition time. Moreover,
increasing both the display and imaging resolution will achieve
higher accuracy results.

5 Conclusion

In this work, we have demonstrated a cost-effective and fully auto-
matic acquisition system that acquires shape and content informa-
tion separately for single and multi-layer documents. Using single-
scatter diffuse transmission as the basis for the document scanning
system, successful results are shown. Single-layer documents with
single-side and duplex-sided text are easily scanned with the sys-
tem. Moreover, complex documents such as deteriorated multi-
layer photonegatives can be scanned and restored virtually. This
presents the first known virtual restoration method for safety nega-
tives.
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