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Hybrid Gauss Pseudospectral and Generalized Polynomial Chaos Algorithm to Solve Stochastic Trajectory Optimization Problems

Maj Gerald C. Cottrill∗

Air Force Institute of Technology, Wright-Patterson AFB, OH, 45433, USA

Lt Col Frederick G. Harmon†

Air Force Institute of Technology, Wright-Patterson AFB, OH, 45433, USA

A numerical algorithm combining the Gauss Pseudospectral Method (GPM) with a Generalized Polynomial Chaos (gPC) method to solve nonlinear stochastic optimal control problems with constraint uncertainties is presented. The GPM and gPC have been shown to be spectrally accurate numerical methods for solving deterministic optimal control problems and stochastic differential equations, respectively. The gPC uses collocation nodes to sample the random space, which are then inserted into the differential equations and solved using standard solvers to generate a set of deterministic solutions used to characterize the distribution of the solution by constructing a polynomial representation of the output as a function of uncertain parameters. The proposed algorithm investigates using GPM optimization software in place of deterministic differential equation solvers traditionally used in the gPC, providing minimum cost deterministic solutions that meet path, control, and boundary constraints. A trajectory optimization problem is considered where the objectives are to find the path through a two-dimensional space that minimizes the probability a vehicle will be ‘killed’ by lethal threats whose locations are uncertain and to characterize the effects those uncertainties have on the solution by estimating the statistical properties.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{z}$</td>
<td>gPC expansion coefficients</td>
</tr>
<tr>
<td>$E$</td>
<td>Expected value operator, expectation, expected value</td>
</tr>
<tr>
<td>$P$</td>
<td>Projection operator</td>
</tr>
<tr>
<td>$C$</td>
<td>Path constraints</td>
</tr>
<tr>
<td>$D$</td>
<td>Differentiation matrix</td>
</tr>
<tr>
<td>$p$</td>
<td>Stochastic input parameters</td>
</tr>
<tr>
<td>$U$</td>
<td>Polynomial approximation of the control vector</td>
</tr>
<tr>
<td>$u$</td>
<td>Control vector</td>
</tr>
<tr>
<td>$X$</td>
<td>Polynomial approximation of the state vector</td>
</tr>
<tr>
<td>$x$</td>
<td>State vector</td>
</tr>
<tr>
<td>$z$</td>
<td>Outputs/observables of gPC method</td>
</tr>
<tr>
<td>$\mathcal{A}$</td>
<td>Sigma-algebra of probability space</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>Measure of probability space</td>
</tr>
<tr>
<td>$cov$</td>
<td>Covariance</td>
</tr>
<tr>
<td>$d$</td>
<td>Degree of the one-dimensional polynomial basis elements</td>
</tr>
<tr>
<td>$F$</td>
<td>Function of states and random inputs in gPC formulation</td>
</tr>
<tr>
<td>$f$</td>
<td>General function of states and controls defining the system dynamics</td>
</tr>
<tr>
<td>$g$</td>
<td>Function of initial conditions in gPC formulation</td>
</tr>
</tbody>
</table>
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\(g\) General functional of states and controls used in integral cost functional term

\(H\) Hermite polynomial

\(h\) Orthogonality condition constant

\(i\) Counting index

\(J\) Cost functional

\(k\) Counting index

\(L\) Lagrange interpolating polynomial

\(M\) Total number of basis elements in the N-dimensional polynomial space

\(m\) Counting index

\(N\) Number of collocation points

\(NM\) Nautical Miles

\(P\) Total degree of the polynomials making up the N-variate polynomial space

\(Q\) Number of collocation points in the N-dimensional probability space

\(q\) Number of collocation points in one-dimensional probability space

\(R_{min}\) Minimum turn radius, ft

\(t_0\) Initial time

\(t_f\) Final or terminal time

\(V\) Speed, kts

\(\text{var}\) Variance

\(W\) One-dimensional orthogonal polynomial space

\(w\) Quadrature weight

\(x_1\) Position with respect to \(x_1\) axis, \(NM\)

\(x_2\) Position with respect to \(x_2\) axis, \(NM\)

\(\text{gPC}\) Generalized Polynomial Chaos

\(\text{GPM}\) Gauss Pseudospectral Method

\(\text{GPOPS}\) Gauss Pseudospectral Optimization Software

\(\text{HBVP}\) Hamiltonian Boundary Value Problem

\(\text{KKT}\) Karush-Kuhn-Tucker

\(\text{kts}\) Knots

\(\text{MCS}\) Monte-Carlo Simulation

\(\text{N}\) Number of random input variables in gPC formulation

\(\text{NLP}\) Nonlinear Programming

\(\text{OC}\) Optimal Control

\(\text{PDF}\) Probability Distribution Function

\(\text{POK}\) Probability of Kill

\(\text{RV}\) Random Variable

\(\text{SDE}\) Stochastic Differential Equation

\(\text{TO}\) Trajectory Optimization

\(\alpha\) Collocation weight in gPC expansion

\(\Gamma\) Finite domain of PDF

\(\mu\) Mean or Expected Value of a probability distribution

\(\Omega\) Space of all possible outcomes

\(\phi_B\) Boundary conditions in optimal control problem formulation

\(\Phi\) Basis polynomial element in the N-dimensional polynomial space

\(\phi\) One-dimensional polynomial basis element

\(\Phi_B\) Mayer cost functional term associated with boundary conditions

\(\rho\) PDF of random variable

\(\sigma\) Standard deviation of a probability distribution

\(\tau\) Scaled time variable, \([-1, 1]\)

\(\theta\) Angle between \(x_1\) axis and velocity vector, Rad

\(m\) Dimension of the control vector

\(n\) Dimension of the state vector
I. Introduction

Real-world trajectory optimization (TO) and optimal control (OC) problems are typically solved using deterministic models, which are often simplified representations of a system’s true physics that neglect several potential sources of uncertainty. Higher-fidelity models may be cost-prohibitive to develop, not feasible due to unknown physics, or difficult to use in engineering work. Additionally, virtually all sensors used to measure system states, for example speed, altitude, latitude, longitude, etc., are corrupted by noise thus inducing measurement errors that can degrade the validity of TO or OC solutions. The environment can also introduce randomness through phenomena such as wind gusts and turbulence. Therefore, all real-world problems have uncertainties that can make it difficult to find effective solutions and cause deterministic methods to fail to meet objectives.

Nonlinear optimization problems are typically too complex to use analytical solution techniques necessitating use of numerical methods. When stochastic elements are included, numerical methods become essentially the only way to solve these problems. This paper investigates combining two numerical techniques, the Gauss Pseudospectral Method (GPM) and Generalized Polynomial Chaos (gPC), to solve TO and OC problems with uncertain parameters. The GPM is a powerful deterministic numerical method for solving both linear and nonlinear optimal control problems and the gPC is an equally powerful method for solving stochastic differential equations. Effectively combining the two methods, drawing on the spectral accuracy of each, provides a new numerical approach for addressing nonlinear optimization problems where model, measurement, and environmental disturbance uncertainties may be included in the formulation and their effects assessed by constructing distribution functions showing dependence of the solutions on uncertain parameters.

This paper is organized as follows. Section II summarizes a general OC problem statement, Sections III and IV briefly describe the GPM and gPC, respectively, and Section V presents the hybrid algorithm combining the two methods. Section VI discusses application of the hybrid algorithm to a nonlinear TO problem, the results of which are presented in Section VII. The paper ends with conclusions and recommendations for future work in Section VIII.

II. General Optimal Control Problem

The hybrid algorithm presented in this paper is a combination of numerical methods for solving TO and OC problems where uncertainties are present. Therefore, an appropriate starting point in the discussion is to briefly state the general problem, the traditional solution technique, and associated difficulties. The continuous-time Bolza-type problem can be generally stated as:\(^{1,2}\) Determine the state, \(x(\tau) \in \mathbb{R}^n\), control, \(u(\tau) \in \mathbb{R}^m\), and the terminal time, \(t_f\) if unknown, to minimize the cost functional, \((J)\):

\[
J = \Phi_B(x(-1),x(1)) + \frac{t_f - t_0}{2} \int_{-1}^{1} g(x(\tau), u(\tau), \tau; t_0, t_f) d\tau
\]  

subject to the differential (dynamic), boundary, and path constraints, respectively:

\[
\frac{dx}{d\tau} = \frac{t_f - t_0}{2} f(x(\tau), u(\tau), \tau; t_0, t_f)
\]  

\[
\phi_B(x(-1),x(1)) = 0 \quad \in \mathbb{R}^q
\]  

\[
C(x(\tau), u(\tau), \tau; t_0, t_f) \leq 0 \quad \in \mathbb{R}^c
\]  

where: \(g\) defines the running cost in the Lagrange (integral) term in the cost functional, \(f\) is the system dynamics, \(\Phi_B\) associates a cost penalty with the boundary conditions, \(\phi_B\) defines the boundary conditions, and \(C\) places boundaries on acceptable state trajectories and control solutions. Note that Eqs. (1)-(4) have been written in the time variable, \(\tau\), to be in the proper domain for GPM formulation, however transformations between the time domain, \(t \in [t_0, t_f]\), and \(\tau \in [-1, 1]\), are accomplished by:

\[
t = \frac{t_f - t_0}{2} \tau + \frac{t_f + t_0}{2}
\]  

Classical OC theory (cf. Refs. 3,4, and 5) seeks to solve this problem indirectly by transforming it into a Hamiltonian Boundary Value Problem (HBVP) using Calculus of Variations theory and Pontryagin’s Minimum Principle. The cost functional and constraints are adjoined via Lagrange multipliers to form the Hamiltonian function. The Hamiltonian is then used to derive first-order optimality conditions, known as the Euler-Lagrange equations, which results
in a set of coupled, generally nonlinear, differential equations that are solved simultaneously for the optimal state and costate trajectories and control inputs. Solving the Euler-Lagrange equations indirectly solves the original OC problem by finding the minimizing solution of the Hamiltonian, thereby minimizing the original cost functional.

Numerical solution techniques to solve the HBVP are usually necessary since analytical solutions are often impossible to find. This indirect approach yields highly accurate results while providing assurances that first-order optimality conditions are satisfied, but explicit derivations of the Euler-Lagrange equations are required and prior knowledge of the activeness of inequality constraints (Eq. (4)) is necessary. Numerical techniques applied to solve the HBVP generally require good initial guesses of the costates which are often difficult to make since they generally do not have direct physical interpretations. These difficulties in solving the HBVP problem have motivated research in direct solution methods, such as the GPM, using pseudospectral discretization and nonlinear programming (NLP) techniques.

III. Gauss Pseudospectral Method

There are several pseudospectral methods available to solve nonlinear optimal control problems such as the Legendre, Chebyshev, GPM, and Radau pseudospectral methods. These methods are based on the same general procedure that parameterizes the states, \( x(t) \), and controls, \( u(t) \), using Lagrange interpolating polynomials, discretizes the constraints (Eqs. (2)-(4)) and the cost functional (Eq. (1)) using a quadrature rule, converts the differential dynamic constraints to algebraic constraints, and uses an NLP solver to find the solution to the resulting parameter optimization problem. Several software packages, a sampling of which are listed in Refs. 6, 10, and Gauss Pseudospectral Optimization Software (GPOPS), which implements the GPM developed in Refs. 1, 6 and 8.

In this research, the GPM was chosen based on equivalence of the direct numerical solution and the indirect HBVP numerical solution as shown in Refs. 6 and 8. The key equations GPOPS uses to transform the continuous OC problem into a parameter optimization problem for SNOPT to solve are derived in Refs. 6 and 8, summarized in Refs. 1 and 2, and paraphrased below. Equations for the NLP optimality conditions, i.e. Karush-Kuhn-Tucker (KKT) conditions, and discussion of their equivalence to the HBVP optimality conditions can be found in Refs. 1, 2, 6 and 8.

The GPM process is to discretize the continuous equations (1)-(4) and transcribe them into a NLP problem. The process begins by choosing \( N \) Legendre-Gauss collocation points \( \tau \in (-1, 1) \), noting that the end points are not included in the set. The states, \( x(\tau) \), and controls, \( u(\tau) \), are approximated using \( N+1 \) Lagrange interpolating polynomials (L) of the form:

\[
x(\tau) \approx X(\tau) = \sum_{i=0}^{N} x(\tau_i)L_i^{\tau}(\tau) \tag{6}
\]

\[
u(\tau) \approx U(\tau) = \sum_{i=1}^{N} u(\tau_i)L_i^{\tau}(\tau) \tag{7}
\]

where lower case symbols, \( x(\tau) \) and \( u(\tau) \), denote the continuous state and control vectors while the capitalized symbols, \( X(\tau) \) and \( U(\tau) \), represent the corresponding polynomial approximations. Additionally, superscripts \( x \) and \( u \) are used to distinguish between Lagrange polynomials representing the state and control approximations, respectively. The differential dynamic constraints (Eq. (2)) are approximated by differentiating Eq. (6):

\[
\dot{x}(\tau) \approx \dot{X}(\tau) = \sum_{i=0}^{N} x(\tau_i)L_i^{\tau}(\tau) \tag{8}
\]

The derivatives of the Lagrange polynomials evaluated at the Legendre-Gauss collocation points can be written in a differentiation matrix, \( D \), which has dimension \( N \times N+1 \), as given in Refs. 1 and 2. The dynamic constraints (Eq. (2)) are discretized and transformed to algebraic constraints suitable for the NLP solver using Eq. (6), (7), (8), and the differentiation matrix as follows:

\[
\sum_{i=0}^{N} D_{ki}X_i - \frac{t_f-t_0}{2}f(X_k, U_k, \tau_k; t_0, t_f) = 0 \tag{9}
\]

where the counting indices are \( i = 0, \ldots, N \) and \( k = 1, \ldots, N \).

For clarity, key shorthand notation used in this section is summarized by the following list:
• Discretized state vector at the \( k \)th collocation point: \( X_k \equiv X(\tau_k) \in \mathbb{R}^n \) for \( k = 1, \ldots, N \).

• Discretized control vector at the \( k \)th collocation point: \( U_k \equiv U(\tau_k) \in \mathbb{R}^m \) for \( k = 1, \ldots, N \).

• Discretized state vector at the initial time: \( X_0 \equiv X(-1) \), where \( \tau = -1 \) is not a collocation point.

• Discretized state vector at the final/terminal time: \( X_f \equiv X(1) \), where \( \tau = 1 \) is not a collocation point.

Since \( X(\tau) \) and \( U(\tau) \) are not collocated at the end points, it’s necessary to approximate the terminal state, \( X_f \), using Gaussian quadrature:

\[
X_f = X_0 + \frac{t_f - t_0}{2} \sum_{k=1}^{N} w_k f(X_k, U_k; t_0, t_f) \tag{10}
\]

The discretized form of the cost functional, obtained using Gaussian quadrature to approximate the integral term in Eq. (1), is written as:

\[
J = \Phi(X_0, t_0, X_f, t_f) + \frac{t_f - t_0}{2} \sum_{k=1}^{N} w_k g(X_k, U_k, t_0, t_f) \tag{11}
\]

The last necessary items for the NLP are discretized forms of the boundary constraints (Eq. (3)) and path constraints (Eq. (4)), stated as:

\[
\Phi(X_0, t_0, X_f, t_f) = 0 \tag{12}
\]

and:

\[
C(X_k, U_k, t_0, t_f) \leq 0 \quad (k = 1, \ldots, N) \tag{13}
\]

The NLP problem can now be stated as: find \( X_k \) and \( U_k \) that minimizes Eq. (11) subject to Eqs. (9), (10), (12), (13), and \( X(\tau_0) = X_0 \). GPOPS calls the SNOPT NLP solver to find the solution, which is an approximate solution to the continuous Bolza OC problem. In this paper, GPOPS is used as the deterministic solver in the gPC algorithm presented in the next two sections.

IV. Generalized Polynomial Chaos

A survey of stochastic differential equation (SDE) solution methods, the most common being the brute-force Monte-Carlo Simulation (MCS) method, can be found in Ref. 15. MCS generates random samples of a stochastic variable taken from an assumed probability distribution function (PDF). Each random sample is subsequently inserted into the SDE, making it a deterministic problem that can be solved using deterministic differential equation solution methods. A set, or ensemble, of solutions is collected from which the statistical information, such as expected value (mean), variance, and covariance, is calculated. Convergence is checked at some arbitrary interval, after every 500 or 1000 samples for example, and is said to have been achieved when the change in expected value between successive intervals is below a desired tolerance. The solution to the problem is the combination of expected value, the most likely solution to the stochastic problem, and second moment variance and covariance information, which characterizes the distribution of the solution by showing how much the solution varies from the mean as a function of uncertain parameters and correlations between solution variables, respectively. MCS is relatively easy to implement using existing deterministic differential equation solvers, will eventually converge to a solution regardless of the PDF of the process, and is not limited by the amount of uncertainty in the variable. However, it’s well known that the mean converges slowly, which implies high computational burden, especially in multi-dimensional problems. The gPC was formulated to preserve the ease of implementation by using sampled data and repetitive application of deterministic solvers, as in the MCS, while reducing computational burden by using collocation points as the sample points and a polynomial approximation to determine the solution.\(^\text{16}\)

The gPC is a spectral approximation of a stochastic process used to solve stochastic differential equations, analogous to the deterministic spectral OC problem solution methods described in Section III. The beginnings of gPC theory can be traced back to 1938 when Norbert Wiener introduced “Homogeneous Chaos” theory, also known as Hermite Chaos. Wiener used Hermite (orthogonal) polynomials to approximate Gaussian processes.\(^\text{17}\) It has been shown that the Hermite Chaos converges for any second-order random process with finite second moments (variances), and specifically for Gaussian processes since the Hermite polynomial and Gaussian PDF weighting functions closely match.\(^\text{18}\) Later work extended Wiener’s Homogeneous Chaos by correlating orthogonal polynomial bases with other statistical distributions by matching weighting functions,\(^\text{18,19}\) thus leading to generalized Polynomial Chaos theory for solving stochastic differential equations.

5 of 16

American Institute of Aeronautics and Astronautics
There are two forms of the gPC: the Galerkin and collocation forms. The Galerkin form is described in Refs. 16 and 18, detailed development of the collocation form can be found in Refs. 20, 21, 22 and 23, and rigorous convergence analysis is discussed in Refs. 20 and 24. Both types of gPC have been applied to solve SDEs in many engineering disciplines such as: analysis of nonlinear integrated circuit response,\textsuperscript{25} fluids,\textsuperscript{26,27,28,29,30} heat transfer,\textsuperscript{31,32,33} and others referred to by the authors of these references.

The collocation form of the gPC was used in this work since it is more easily implemented. The Galerkin formulation can be cumbersome to implement since it results in a set of coupled partial differential equations in time, state space, and random space, which may be difficult or even impossible to derive, and generally requires coding problem-specific numerical solvers. In contrast, the collocation approach collapses multi-dimensional numerical integration into a single summation to solve a set of uncoupled differential equations that can usually be solved with existing numerical solvers.\textsuperscript{15} Implementation of the collocation form of the gPC with GPOPS as the deterministic solver, generically referred to as gPC in the rest of this paper, will be described in Section \textbf{V}, but first it’s necessary to summarize the key equations, paraphrased from Ref \textsuperscript{16}.

Consider a general system of differential algebraic equations in the following form:

\[
\begin{align*}
F(t, \mathbf{x}, \mathbf{x}', ..., \mathbf{x}^{(d)}, \mathbf{p}) &= 0 \\
g(t_0, \mathbf{x}(t_0), ..., \mathbf{x}^{(d)}(t_0), \mathbf{p}) &= 0 \\
\end{align*}
\]

where $F$ and $g$ represent the SDE and initial conditions, respectively, and the key variables are:

- **State variables**: $\mathbf{x} = (x_1, ..., x_J) \in \mathbb{R}^d$. Note that $J = n$ in the GPM formulation.
- **Stochastic input parameters (random variables)**: $\mathbf{p} = (p_1, ..., p_n) \in \mathbb{R}^N$
- **Outputs or observables**: $\mathbf{z} = G(x) = (z_1, ..., z_K) \in \mathbb{R}^K$

The vector of random variables (RV), $\mathbf{p}$, is defined as an N-variate random vector whose elements are assumed to be independent. Further assume that the probability space is defined by the tuple $(\Omega, \mathcal{F}, \mathcal{P})$, where the space of all possible basic outcomes, $\Omega$, is equipped with $\sigma$-algebra, $\mathcal{F}$, which can be thought of as the space of possible events that can be derived from $\Omega$, and probability measure, $\mathcal{P}$.\textsuperscript{34}

The key probabilistic variables in the gPC development are:

- **PDF**: $\rho_i$ is the PDF of the random variable $p_i(\omega)$, for $i = 1, ..., N$ and $\omega \in \Omega$. The joint PDF is given by:

\[
\rho(\mathbf{p}) = \prod_{i=1}^{N} \rho_i(p_i) \tag{15}
\]

- **Finite domain of $\rho_i$**: $\Gamma_i \equiv p_i(\Omega)$ transforms the infinite domain, $\Omega$, to the finite domain, $\Gamma$, which are intervals in $\mathbb{R}$, for $i = 1, ..., N$. The total finite domain is defined as:

\[
\Gamma \equiv \prod_{i=1}^{N} \Gamma_i \subset \mathbb{R}^N \tag{16}
\]

One of the key elements of the gPC expansion is to approximate the random variables in $\mathbf{p}$ using orthogonal polynomials. Each one-dimensional orthogonal polynomial space, $W_{i,dl}$, is defined by:

\[
W_{i,dl} \equiv \{ v : \Gamma_i \to \mathbb{R} : v \in \text{span}\{\phi_m(p_i)\}^{d_i}_{m=0} \} \quad (i = 1, ..., N) \tag{17}
\]

where the counting index, $i$, denotes the space associated with the random variable $p_i$ and $d_i$ specifies the order of the polynomial space. The one-dimensional polynomial basis set, $\{\phi_m(p_i)\}$, has $d_i + 1$ elements and satisfies the orthogonality conditions:

\[
\int_{\Gamma_i} \rho_i(p_i) \phi_m(p_i) \phi_n(p_i) dp_i = \left[ \int_{\Gamma_i} \rho_i(p_i) \phi_n^2(p_i) dp_i \right] \delta_{mn} = h^2_{m} \delta_{m,n} \tag{18}
\]

where scaling of the polynomial basis elements is chosen such that $h^2_{m} = 1$ for all $m$.\textsuperscript{15} The N-variate orthogonal polynomial space of polynomials of total degree of at most $P$ is constructed by taking the tensor product of the N one-dimensional orthogonal polynomial bases, written as:

\[
W_P^N \equiv \bigotimes_{|d| \leq P} W_{i,di} \tag{19}
\]
where the relationship between \( d_i \) and \( P \) is given by:

\[
|d| = \sum_{i=1}^{N} d_i \leq P \tag{20}
\]

and satisfies the orthogonality conditions:

\[
\int_{\Gamma} \Phi_m(p)\Phi_n(p)\rho(p) dp \equiv \mathbb{E}[\Phi_m(p)\Phi_n(p)] = \delta_{mn} \tag{21}
\]

Note that the lower case \( \phi \) is used to indicate the one-dimensional polynomial basis element and the upper case \( \Phi \) is used to represent the N-dimensional polynomial basis element resulting from the tensor product. The effect of Eq. (20) is to select a subset of basis elements from the tensor product space defined by Eq. (19) in order to reduce computational burden, however the entire set of basis elements can be used,\(^{15}\) in which case \( M \) is equal to the total number of tensor product basis elements.

The approximation of the solution, \( z \), as a function of the random parameters, \( \mathbf{p} \), can be written as:

\[
\mathbb{P}_{N}z \equiv \hat{z}_{N}(\mathbf{p}) = \sum_{m=1}^{M} \hat{z}_m \Phi_m(\mathbf{p}) \tag{22}
\]

where:

\[
M = \binom{N+P}{N} \tag{23}
\]

or is the total number of tensor product elements if the entire basis set is used in the approximation. The projection operator in Eq. (22), \( \mathbb{P}_{N} \), projects the discrete probability space \( \Gamma \) onto the polynomial space \( W_{P}^{N} \). The expansion coefficients, \( \hat{z}_m \), are determined by:

\[
\hat{z}_m = \mathbb{E}[z(\mathbf{p})\Phi_m(\mathbf{p})] = \int_{\Gamma} z(\mathbf{p})\Phi_m(\mathbf{p})\rho(\mathbf{p}) dp \ (m = 1, \ldots, M) \tag{24}
\]

Another key element in the gPC method is to approximate the integral in Eq. (24) using Gaussian quadrature. To apply quadrature, a set of collocation points and quadrature weights must be chosen. For each random dimension, \( \Gamma_i, i = 1, \ldots, N \), \( q_j \) collocation points and weights are chosen based on the quadrature rule. For example, if Hermite orthogonal polynomial bases are chosen to approximate a Gaussian distribution (see Refs. 15 and 35), then Gauss-Hermite quadrature is an appropriate quadrature rule and will be most accurate using Gauss-Hermite nodes and weights. The N-dimensional grid with \( Q \) collocation nodes and weights is obtained by taking the tensor product of the one-dimensional node and weight sets. Alternatively, a sparse grid can be generated to reduce the total number of tensor product nodes while providing accurate integral approximation using the Smolyak algorithm, first published in Ref. 36 and included, along with other sparse grid schemes, in Ref. 37. In general, the tensor product grid works well for low-dimensional problems, but suffers the curse of dimensionality as \( N \) gets larger (\( N > 5 \)) making sparse grids a more attractive choice for reducing computations.\(^{15,20}\)

The collocation approximation of Eq. (24) based on the quadrature rule chosen is given by:

\[
\hat{z}_m = \sum_{j=1}^{Q} z(\mathbf{p}_j)\Phi_m(\mathbf{p}_j)\alpha_j; \ (m = 1, \ldots, M) \tag{25}
\]

where \( \mathbf{p}_j \) denotes the \( j^{th} \) collocation node of the random vector \( \mathbf{p}_j = (p_{1,j}, \ldots, p_{N,j}) \) and \( \alpha_j \) denotes the associated quadrature weight, thus defining the set of collocation nodes and weights, \( \{\mathbf{p}_j, \alpha_j\}_{j=1}^{Q} \). Note that \( z(\mathbf{p}_j) \) is the deterministic solution using the \( j^{th} \) sample of the random vector.

The solution to the SDE given by Eq. (22) is a distribution function that approximates the outputs (observables) as functions of the random inputs and can be evaluated for any given sample point or set of points \( \mathbf{p} \in \Gamma \) to see individual solutions and how they vary with changes in \( \mathbf{p} \). The expansion coefficients, Eq. (25), can be used to calculate the distribution’s statistical properties; expected value, variance, and covariance, to find the most likely solution to the stochastic problem, characterize how the solution varies with uncertain parameters, and describe the dependencies between solution variables. The equations for expected value, variance, and covariance are derived in Ref. 15 and are stated below:

\[
\mathbb{E}(z(t)) \approx \mathbb{E}(\hat{z}_{N}(\mathbf{p})) = \int \sum_{m=1}^{M} \hat{z}_m(\mathbf{p})\Phi_m(\mathbf{p}) \rho(\mathbf{p}) dp = \hat{z}_1(t) \tag{26}
\]
\[ \text{var} [z(t)] \approx \sum_{m=2}^{M} [z_m^2(t)] \]  \hspace{1cm} (27)

\[ \text{cov}[z_i(t), z_j(t)] \approx \sum_{m=2}^{M} [\hat{z}_{i,m}(t)\hat{z}_{j,m}(t)] \]  \hspace{1cm} (28)

The material presented in this section provides the basis for a general solution procedure where the GPM and gPC can be combined to address stochastic optimization problems, which is presented in the next section.

V. Hybrid Algorithm

The algorithm presented in this section and shown in figure 1 is an adaptation of the algorithm published in Ref. 16 that was originally written to solve SDEs using initial value and boundary value problem differential equation routines to solve the set of deterministic sample problems used in stochastic computations.

Xiu’s algorithm has been adapted in this work to be applicable to TO and OC problems by using GPOPS in place of the initial value and boundary value problem solvers because the Gauss pseudospectral method implemented in GPOPS assures spectrally accurate deterministic solutions, if they exist, that satisfy optimality conditions and minimize the performance index while meeting specified constraints. Therefore, GPOPS, or similar pseudospectral method solvers, provides the best possible approximations to the Q deterministic problems, while avoiding the difficulties of formulating and solving the HBVP, to be used in the gPC approximation.

Step #1: Choose a set of collocation nodes and quadrature weights \( \{p_j, \alpha_j\}_{j=1}^{Q} \) in the finite probability space \( \Gamma \). The collocation nodes should be chosen to be consistent with both the quadrature rule evaluating the expansion coefficients in Eq. (24) and the polynomial basis elements \( \Phi_m \). There are many \texttt{Matlab} functions available for download on the MathWorks website to generate quadrature nodes and weights and descriptions of various quadrature rules can be found in Refs. 38, 39 and 40.

Step #2: Using each of the \( Q \) sample points, \( p_j \), solve the deterministic OC problem using GPOPS, or any other pseudospectral method software, and build the observables array \( z = [x(t), u(t), t_f, J(x, u)]^T \). Other variables of interest, such as costates and the Hamiltonian, can be included in the observables array.

Step #3: Evaluate the gPC expansion coefficients using Eq. (25).

Step #4: Build the gPC approximation using Eq. (22). This output of the gPC algorithm is a function of the random inputs \( p \).

Step #5: Evaluate the statistics of the gPC approximate solution using Eqs. (26), (27), and (28).

The algorithm combining the GPM with the gPC was applied to a challenging nonlinear TO problem with random inputs affecting the cost functional described in the next section.

![Figure 1. Hybrid algorithm combining GPM and gPC methods.](image)
VI. Trajectory Optimization Problem

A trajectory optimization problem, notionally sketched in figure 2, is considered to demonstrate the ability of the hybrid algorithm to quantify the effects of uncertain parameters on an optimal trajectory solution. The scenario was designed to represent an aircraft travelling to a desired target location through an environment where there are potential risks of lethal engagements. The objective was to find the optimal path in a two-dimensional space that takes a vehicle from an initial position to a target location while minimizing the probability that it will be killed by the threats whose locations are uncertain. It’s assumed that at some point in time the center locations were perfectly known but have possibly moved in the time between intelligence gathering and mission planning according to an assumed probability distribution. The deterministic TO problem will be described first, which will form the basis for the subsequently discussed stochastic problem.

VI.A. Deterministic Problem Formulation

To begin adding details to the notional scenario in figure 2, a two-dimensional grid of 50 x 50 nautical miles (NM) was chosen. Three threats with effective ring diameters of approximately 20NM were arbitrarily placed in the grid at (10NM, 30NM), (25NM, 15NM), and (35NM, 30NM). The target was chosen to be located at (25NM, 50NM). Threat and target locations can be easily changed to accommodate user-supplied scenario specifications. Likewise, the diameters of the threat rings can be adjusted and are not constrained to be uniformly sized. Units of nautical miles and knots (kts) were used since they are familiar to aircrews and mission planners who have interest in this type of problem.

The vehicle dynamics are generically represented with the Dubins model in Eq. (29). This model was used to avoid adding the complexity of developing and coding a model for a specific vehicle’s dynamics, which is not necessary to demonstrate the algorithm’s performance.

\[
\begin{align*}
\dot{x}_1(t) &= V \cos(\theta(t)) \\
\dot{x}_2(t) &= V \sin(\theta(t)) \\
\dot{\theta}(t) &= u(t)
\end{align*}
\]

The state and control vectors are defined as \( x(t) = [x_1(t), x_2(t), \theta(t)]^T \in \mathbb{R}^3 \) and \( u(t) = [\theta(t)] \in \mathbb{R}^1 \), respectively. The vehicle speed (\( V \)) is assumed to be a constant 470 knots (kts), chosen based on a mission profile of a generic large aircraft, and the control is bounded as:

\[
|u(t)| \leq \frac{V}{R_{\min}}
\]

where the minimum turn radius (\( R_{\min} \)) based on the constant speed is estimated to be 11,326 feet. The initial and terminal boundary conditions are:

\[
\begin{align*}
x(t_0) &= x(-1) = [0, 0, 1.1071]^T \\
x(t_f) &= x(1) = [25, 50, \text{free}]^T
\end{align*}
\]

where \( t_f \) is unspecified. Lastly, admissible paths are restricted to lie in the boundaries of the grid, stated in the form of Eq. (4) as:

\[
[-x_1(\tau), (x_1(\tau) - 50), -x_2(\tau), (x_2(\tau) - 50)]^T \leq 0
\]

The most important element in setting up the TO problem is to appropriately choose a cost functional in the form of Eq. (1) that leads to the trajectory that allows the aircraft to reach the target while minimizing the vehicle’s exposure to lethal threats and not prohibiting it from passing through higher threat areas of the space. The integrand of the Lagrange term in Eq. (1) must be chosen to define the areas of the space shown in figure 2 that pose the greatest risk to the vehicle. In an obstacle avoidance problem, the threat shapes would be treated as path constraints, as investigated by Gong et al. \(^31\) and Lewis et al. \(^42\) making any trajectory that passes through those areas of the space inadmissible.
Numerical solvers would only return solutions that totally avoid those areas of the space or output a message stating that no optimal solution exists that satisfies these constraints. However, in this case, the threats are treated as regions of the space that represent varying probabilities that the vehicle will be killed, not as hard obstacles that should be totally avoided. The threat rings represent likelihood, or probabilities, that travelling into those areas would result in the vehicle being eliminated. Random elements, discussed later in this section, are introduced through uncertainty of the exact center locations of the threat rings, making it possible for the threat rings to overlap and impossible to completely avoid the threats. Therefore, the integrand of the cost functional, \( g(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau; t_0, t_f) \), should be something that describes the probabilities of kill (POK) in the space, assuming that the highest probabilities will be near the center of the threat rings and decrease with distance away from the center. Minimizing such a functional will allow the vehicle to pass through regions of the space occupied by the threat rings while finding the least threatening path to the target. A bi-variate Gaussian PDF for each threat was used to describe the high-threat regions of the two dimensional space, written as:

\[
g_i(x_1(\tau), x_2(\tau), \tau; t_0, t_f) = \frac{1}{2\pi\sigma_{i,1}\sigma_{i,2}} \exp \left( -\frac{1}{2} \frac{((x_1(\tau) - \mu_{i,1})^2)}{\sigma_{i,1}^2} + \frac{(x_2(\tau) - \mu_{i,2})^2}{\sigma_{i,2}^2} \right) \tag{33}\]

where the mean values, \( \mu_{i,1} \) and \( \mu_{i,2} \), and the standard deviations, \( \sigma_{i,1} \) and \( \sigma_{i,2} \), define the center and variation in lethality of the \( i \)th threat in the \( x_1 \) and \( x_2 \) directions for \( i = 1, \ldots, 3 \). Figure 3 depicts the high POK regions using the previously stated center locations and \( \sigma_{i,1} = \sigma_{i,2} = 5NM \) to create rings with 20NM effective diameters.

One final consideration is necessary in defining the cost functional. Looking at figure 3, it is obvious that multiple trajectories may exist that have equal minimum POK, meaning that a unique solution may not exist, resulting in GPOPS failure to return a solution. To minimize this possibility, the Mayer term in the cost functional should be chosen to drive the software to return the minimum POK path with shortest travel time to the target. Including the Mayer term in the cost functional gives:

\[
J(x_1(\tau), x_2(\tau), \tau; t_0, t_f) = (10^{-5})t_f + \frac{f_t - t_0}{2} \int_{0}^{t_f} \sum_{i=1}^{3} g_i(x_1(\tau), x_2(\tau), \tau; t_0, t_f) d\tau \tag{34}\]

where the weighting factor on \( t_f \) is used to make sure the Mayer and Lagrange terms are on the same order of magnitude to avoid having the minimum time requirement dominate the solution.

Finally, the TO problem can be stated as: Minimize J (Eq. (34)) subject to the dynamics (Eq. (29)), control constraint (Eq. (30)), boundary conditions (Eq. (31)), and path constraints (Eq. (32)). This is a continuous-time Bolza-type TO problem that is nonlinear in both the cost functional and the state dynamics, with fixed final state and free final time, and constrained boundary conditions and control input. The solution to the problem described thus far will be referred to as the deterministic solution, i.e., the noise-free solution, which was found using GPOPS and is shown in figure 3. The mean solution of the stochastic variant discussed in the next sub-section will be compared to this solution and should closely match it since the uncertainties will be assumed to be zero mean.

**VI.B. Stochastic Problem Formulation**

The stochastic problem is formulated in this section by modifying the deterministic version in the previous sub-section following the development in Section IV. Uncertainty is added to the deterministic problem by introducing three random input parameters, \( A_1, A_2, \) and \( A_3, \) and making the following substitutions indicated by the \( \rightarrow \) into the Lagrange term of the cost functional (Eqs. (33) and (34)).

\[
\begin{align*}
\mu_{i,1} & \rightarrow \mu_{i,1} + A_i \\
\mu_{i,2} & \rightarrow \mu_{i,2} + A_i
\end{align*} \tag{35} \tag{36}\]
The integrand of the modified cost functional becomes:

\[ g_i(x_1(\tau), x_2(\tau), \tau; t_0, t_f) = \frac{1}{2\pi \sigma_{x_1} \sigma_{x_2}} \exp \left( -\frac{1}{2} \left[ \frac{(x_1(\tau) - (\mu_{x_1} + A_i))^2}{\sigma_{x_1}^2} + \frac{(x_2(\tau) - (\mu_{x_2} + A_i))^2}{\sigma_{x_2}^2} \right] \right) \]  

resulting in the modified cost functional:

\[ J(x_1(\tau), x_2(\tau), \tau; A_i, t_0, t_f) = (10^{-5}) t_f + \frac{t_f - t_0}{2} \int_{t_0}^{t_f} \sum_{i=1}^{3} g_i(x_1(\tau), x_2(\tau), \tau; A_i, t_0, t_f) d\tau \]  

where the \( A_i \)'s are assumed to be independent Gaussian RVs with zero mean, \( \mu = 0 \), and standard deviation, \( \sigma \), of 1. The random inputs thus defined and written into Eqs. (37) and (38) introduce uncertainties on center locations of the threats, transforming \( J, x, u \), and \( t_f \) into RVs whose solutions will have statistical properties.

It should be noted that the objective of a stochastic OC problem is typically to find the control signal and state trajectories that minimize the expected value of the cost functional, written as:

\[ J = \mathbb{E} \left[ (10^{-5}) t_f + \frac{t_f - t_0}{2} \int_{t_0}^{t_f} \sum_{i=1}^{3} g_i(x_1(\tau), x_2(\tau), \tau; A_i, t_0, t_f) d\tau \right] \]  

However, in this paper, quantification of the effects of uncertain parameters on \( J(x, u), x(i), u(i), \) and \( t_f \) solutions is sought since there is no way to control the uncertainties or minimize their effects. So, the cost functional as expressed by Eqs. (37) and (38) is used when solving each of the \( Q \) sampled deterministc problems, and the set of solutions is used to construct gPC approximations of the states, control, cost, and final time as functions of the random inputs to assess the effects of those uncertainties.

The dynamics (Eq. (29)), control bounds (Eq. (30)), boundary conditions (Eq. (31)), and path constraints (Eq. (32)) remain the same in the stochastic problem.

Following the development in Section IV, the following definitions are made to identify the key details needed to apply the gPC method:

- **State variables**: \( x = (x_1, x_2, \theta) \in \mathbb{R}^3 \) \( (J = n = 3) \)

- **Stochastic input parameters (random variables)**: \( p = (A_1, A_2, A_3) \in \mathbb{R}^3 \) \( (N = 3) \).

- **Outputs or observables**: \( z = (x_1, x_2, \theta, u, t_f, J) \in \mathbb{R}^6 \) \( (K = 6) \).

The PDFs (Gaussian) of \( A_1, A_2, \) and \( A_3 \) are denoted by \( \rho_1(A_1), \rho_2(A_2), \) and \( \rho_3(A_3) \), respectively. The joint PDF is given by Eq. (15) as:

\[ \rho(p) = \prod_{i=1}^{3} \rho_i(p_i) = \rho_1(A_1) \rho_2(A_2) \rho_3(A_3) \]  

While continuous Gaussian distributions are defined on the sample space \( \Omega = (-\infty, \infty) \times (-\infty, \infty) \times (-\infty, \infty) \), the finite sample space is defined by the collocation points. Since Gaussian PDFs were used in this case, Hermite polynomial basis functions collocated at Gaussian-Hermite quadrature points were chosen for the gPC expansion as suggested in Refs. 15 and 35. It’s important to note that the statistical version of the Hermite polynomials was used, where the weighting function is \( \exp\left[-\frac{(x-\mu)^2}{2\sigma^2}\right] \), instead of the typical \( \exp[-x^2] \), which means that the traditional Gauss-Hermite quadrature points need to be scaled by a factor of \( \sqrt{2\pi}\sigma^2 \) and shifted by adding \( \mu \) and the quadrature weights scaled by \( (\sqrt{\pi})^{-1} \). Recall there are \( q \) points in each random dimension, which are calculated by finding the roots of the \( q^{th} \) Hermite polynomial, \( H_q \), and scaled accordingly. The number of collocation points in the three random dimensions, \( q_1, q_2, \) and \( q_3 \), was chosen to be 7, resulting in \( Q = 343 \) collocation nodes and the finite probability space \([-4, 4] \times [-4, 4] \times [-4, 4] \) as shown in Figure 4.
The one-dimensional polynomial spaces were chosen, as given in Eq. (17), to be defined by the following polynomial basis sets:

\[
\begin{align*}
\{ \phi_1 \}_{d_1=0}^5 &= \{ H_0, \ldots, H_5 \} \\
\{ \phi_2 \}_{d_2=0}^5 &= \{ H_0, \ldots, H_5 \} \\
\{ \phi_3 \}_{d_3=0}^5 &= \{ H_0, \ldots, H_5 \}
\end{align*}
\]

where \( H_i \) denotes the Hermite polynomial of the \( i \)th order. Thus, the 3-dimensional polynomial space, defined using the tensor product in Eq. 19, is:

\[
\{ \phi_1 \}_{d_1=0}^5 \times \{ \phi_2 \}_{d_2=0}^5 \times \{ \phi_3 \}_{d_3=0}^5
\]

Selecting the entire set of basis functions yields 216 total basis elements, where each one-dimensional basis set is at most fifth order and the highest order of the tensor product set is 15. The number of basis elements was chosen, all of which are used in computations, to provide a balance between computational burden and accuracy of the solution when compared to MCS.

This section has presented all of the details necessary to implement the hybrid algorithm steps described in Section V. The results of applying the algorithm to the sample problem considered in this paper are presented in the next section.

**VII. Results**

Results of applying the hybrid GPM-gPC algorithm to the trajectory optimization problem are presented in this section. The expected value solutions and variances are plotted for \( x_1(\tau), x_2(\tau), x_3(\tau), \) and \( u(\tau) \) and tabulated for \( J \) and \( t_f \). Covariances between the states \( x_1(\tau) \) and \( x_2(\tau), x_1(\tau) \) and \( x_3(\tau), \) and \( x_2(\tau) \) and \( x_3(\tau), \) as well as between the states and control, \( x_1(\tau) \) and \( u(\tau), x_2(\tau) \) and \( u(\tau), \) and \( x_3(\tau) \) and \( u(\tau), \) are also shown. The results for \( u(\tau) \) are not necessary since this is a TO problem, but are included to show agreement between MCS and gPC approximations and that the gPC solution satisfies the bounded control constraints given by Eq. (30). Since this is a free final time problem, expected values, variances, and covariances are plotted versus the time vector \( \tau \). Stochastic computations evaluating the gPC output function (Eq. (22)), gPC expansion coefficients (Eq. (25)), and statistical quantities derived from the expansion coefficients are not possible in the time domain since the time points in the \( Q \) sampled solutions are not the same once GPOPS makes the transformation from the \( \tau \) domain to the time domain using Eq. (5). The \( \tau \) vectors, however, remain consistent throughout regardless of the differing terminal times and allows for stochastic computations using a consistent time reference. In a fixed final time problem, these stochastic computations can be performed using the time domain.

Figure 5 on the next page shows the mean solutions for \( x_1(t), x_2(t), x_3(t), \) and \( u(t). \) There are three curves on each of the sub-plots. The first is an MCS estimation of the mean solution, which converged after 25K iterations using random inputs \( (A_f, A_2, A_3) \) drawn from Gaussian distributions with \( \mu = 0 \) and \( \sigma = 1, \) requiring more than eight hours of processing on a MacBook Pro computer with a 2.2 gigahertz quad-core processor and eight gigabytes of memory. The ensemble of 25K optimal GPOPS trajectories was used to calculate the expected values (mean) shown on in the figure. The second curve in the sub-figures is the solution to the deterministic OC problem, given by Eqs. (29)-(34) or equivalently by the stochastic formulation using Eqs. (29)-(32), (37), and (38) with \( A_f = A_2 = A_3 = 0, \) which serves as another check of the mean solution. Since the stochastic inputs are unbiased (zero mean), it was expected that the gPC mean solution would be close to the deterministic one, which is confirmed by figure 5 on the following page. This check was possible by virtue of the sample problem formulation and may not be valid in more general problems. The last curve is the hybrid GPM-gPC algorithm approximation of the expected value, recalling that it is given by the first gPC expansion coefficient as stated in Eq. (26). It’s interesting to note that the hybrid GPM-gPC method using GPOPS required just over seven minutes to solve the 343 TO problems and use the data to construct the gPC approximation of the solution. Bars indicating two standard deviations are included to quantify how much the solution varies from the mean. These plots show that the gPC and MCS closely match each other, which both match the deterministic solution as expected, and the desired terminal conditions \( x_1(t_f) \) and \( x_2(t_f) \) are satisfied.

Figure 6 on page 14 shows the variances of the hybrid algorithm solutions of \( x_1(\tau), x_2(\tau), x_3(\tau), \) and \( u(\tau) \) using Eq. (27). These plots show close correlation between they hybrid algorithm and MCS variance estimates and that desired terminal conditions, \( x_1(t_f) \) and \( x_2(t_f), \) are satisfied since the variances are zero at the terminal time with the hybrid method performing the computations more than 90% faster than the MCS.

Covariance estimations further characterize the distributions of the stochastic solution by providing indications of dependence between the output variables. Figure 7 on page 15 shows the covariance estimates provided by the hybrid...
algorithm and compares them with MCS estimates. As with the mean and variance estimates, the hybrid algorithm results closely match the MCS results, indicating that the algorithm is generating reasonable solutions. The covariance plots also show that the state variables and control outputs are dependent even though the random inputs are assumed to be independent, which is as expected since the variables are related through the equations of motion (Eq. (29)).

Expected value and variance results for estimating the cost, \( J \), and final time, \( t_f \), are given in Table 1. The hybrid algorithm and MCS approximations for the expected value and variance closely match each other as shown by the small differences given in the table and are actually equal, to four decimal places, in expected value of the final time. Furthermore, the expected values of both \( J \) and \( t_f \) agree with the deterministic solution.

The expected value plots (figure 5), along with the variance plots (figure 6 on the following page) and covariance plots (figure 7 on page 15) give the most likely solution to the stochastic trajectory optimization problem and describe the nature of the output distributions by quantifying the affects of the Gaussian random parameters on the output so-

![Figure 5. MCS, deterministic, and gPC expected value estimates of states, \( x_1(\tau) \), \( x_2(\tau) \), and \( x_3(\tau) \), and control, \( u(\tau) \).](image)
Figure 6. MCS and gPC variance estimates of states, $x_1(\tau)$, $x_2(\tau)$, and $x_3(\tau)$, and control, $u(\tau)$.

solutions. The agreement of the hybrid algorithm and MCS results shown in this section provides confidence that the gPC-based hybrid algorithm provides accurate approximations of the output distributions while reducing computational workload.

**VIII. Conclusions and Future Work**

A hybrid algorithm combining GPM and gPC methods was presented and applied to a nonlinear stochastic TO problem with uncertain parameters included in the cost functional. The hybrid method extends current well-established methods to solve SDEs to be applicable to solve TO and OC problems by combining a powerful and accurate pseudospectral method to solve the sampled deterministic TO and OC problems with a pseudospectral method that characterizes the statistical effects of the uncertain parameters on the solution. Using GPOPS as the deterministic solver provided accurate deterministic solutions at the sample points, thus is well suited to be used in place of standard differential equation solvers. The results demonstrated that the method is able to generate solutions to the stochastic TO and OC problems by determining the expected value solutions for the state variables, control, cost, terminal time and characterize the probabilistic information about the solutions that agrees with MCS results, thus characterizing how the optimal solution changes with uncertainty.

Further investigation will focus on improving numerical efficiency of the hybrid algorithm by seeking a “rule-of-thumb” for selecting appropriate numbers of polynomial basis elements that balance accuracy with computational burden. Sparse grids will also be incorporated to further improve efficiency by reducing the number of sample solutions necessary to quantify the effects of uncertain parameters on the solution, which will be critical in higher-dimensional problems. Calling GPOPS 343 times to solve the sampled OC problems was not overly time consuming, but keeping in mind that GPOPS uses a NLP solver, which is an iterative routine in itself, to calculate state and control solutions that meet optimality conditions, it is not difficult to surmise that as the number of states, controls, and random inputs grow.
the computational burden will increase exponentially. Additionally, problems will be considered where the random elements are not assumed to have the same PDFs, leading to a mix of polynomial basis sets in the gPC approximation that will provide insight into how the interactions between random input distributions affect the distributions of the observables estimates. Lastly, future research will seek to further develop the algorithm to address problems with time-varying random parameters, such as wind gusts and sensor noise, that could eventually lead to hybrid algorithm application to real- or near-real-time state estimation and control problems.

This paper was a first-look at combining the gPC algorithm with the GPM to solve trajectory optimization problems with stochastic inputs. The results show great potential, but also highlight the need for much further work.
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